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Abstract- Protein structure prediction is the major problamthe field of biocinformatics or Computation
biology. Recently many researchers used varioua ganbing and machine learning tool for protein ctuve
prediction. My intention is to use model based.(igupervised learning) approach for protein seaond
structure prediction and our objective is to enleatihe prediction of 1D and 2D protein structurebem using
advance machine learning techniques like, Neurdlvbig ,linear _ non-linear support vector machinighw
different kernel functions and also used differalgorithms (GOR,SOMPA etc..) . The datasets usedhis
problem are Protein Data Bank (PDB) sets, whidbaised on structural classification of protein (SGAES126
and CB513

Index Terms-Bioinformatics, feature selection (FS), GOR algurit SOPMA algorithm, Scoop (Structural
classification of protein), protein data bank (PDB$126 and CB513Neural Networks (NNs).

2. PROTEIN STRUCTURE PREDICTION
1. INTRODUCTION In order to develop multi-class protein
Bioinformatics is field of science in which biology structure prediction algorithm, it is a primary dee
computer science and information technology to understand protein and its datasets, protein
merges into a single discipline [1]. Alignment and structure, and the problem of protein structure

comparison of DNA, RNA, and protein prediction. Each protein is a polymer, specifically
sequences[4], Automatic  classification  of poly-peptide bond, made up from 20 possible
proteins[3], 3D- dimensional protein fold amino acids. There are mainly three classes of 20

recognition and Promoter recognition in imbalanced  amino acids protein structure: Helix (H), Strand (E
DNA Sequence datasets[7], Classification of micro  and Coil (C).
array gene expression data[14], Prediction of Table 1 Amino Acid Coded in Three Classes
transmembrane segments[8] and Word sense | Amino acid represent Protein Structures
disambiguation in the medical domain[9] are the in one letter code
open challenges in bioinformatics applications to
develop methods and tools to generate hypotheses H, G Helix
from the data obtained by variety of approaches.
The key idea of machine learning is to E Strand
design the machines to learn like a human, learn
from experience and discover information from the BISTCL Coil
available dataset. This technique is suitable for T
application to bioinformatics because the subjects
can be easily adapted to a new environment .This
feature is more important for biological researcher
because new data are generated every day and
probably the newly generated data will update the
initial concept or learning hypotheses. This taak c

Proteins are important for organisms of
living things, and the basis for the major struatur
components of animal and human tissue. It serves
as hormones, receptors, storage, defence, enzymes
and as transporters of particles in our bodiess Thi
) o€ ) - creates a need for extracting structural infornmtio
accomplish easily in machine learning approaches  ¢om sequence databases. To facilitate the need
due to their self adjustable features. These 4105 protein databases are available online.
techniques operating individually or in combination Following is the details of three independent and
can tackle the various challenges in bioinformatics identical protein databases that are used for my

research.
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Protein Data Bank (PDB)— Protein data bank is basis of
Structural Classification of Protein (SCOP) databashich

is a publicly accessible over the internet
[http://ranger.uta.edu/~chqding/protgiAll  the  chains
available from PDB are compared with each othemgitie
Basic Local Alignment Search Tool (BLAST) algorithas
implemented in the National Centre for Biotechnglog
Information (NCBI) toolkit library. We used PDB ddase
as referred by the authors Ding and Dubchak [2,. 11]
Authors have used training dataset is base on P&&cts
sets where two protein have no more than 35% of the
sequence identity for the aligned subsequencesngel
than 80 residues. This data base includes totafd@8, in
each fold belongs to four classes like, a+p anda/p. We
are considering 311 protein sequences for trairamgl
383proteins sequences for testing, which are ofoR¥-
rather than 128-fold.

RS126- a set of 126 protein sequences proposed by Rost

and Sander [13] widely known as RS126 protein @d#tas
The RS126 dataset are non-redundant, this meandhsto
protein in the set share more than 25% sequenctitige
over a length of more than 80 residues.

CB513- a dataset of 513 sequences developed by Cuff and

Barton [10], with the aim of evaluating and impnoyi
protein secondary structure prediction methods. CB&13
dataset includes the CB396 dataset and almostai#ips of
RS126 except nine homologues for which the SD
significance score is more than 5SD.It is one @& thost
used independent datasets in bioinformatics field.

Protein structure has a basically four levels of
category: Primary Structure, Secondary structuretidry
structure and Quaternary structure [1].Protein iaprt
structure prediction is of great interest to biddtg because
proteins are able to perform their functions bylingitheir
amino acid sequences into specific three-dimenbgrapes
(tertiary structure). This tertiary structure is dfigh
importance in drug design and biotechnology. Onatier
hand, in the prediction of protein tertiary struetuthe
prediction of protein secondary structure is an angmt
step.

3. MACHINE LEARNING TECHNIQUES

In order to protein structure prediction in litenat
various well-known servers are available online. tiis
paper our aim is to discuss and compare proteirctsire
prediction accuracy using the simulation resultstluése
machine learning techniques for non-homologous eimot
datasets.

3.1 NEURAL NETWORK
STRUCTURE PREDICTION:
For classification and regression task the neural
network (NN) has gain popularity among many exigtin
algorithms. Normally feed-forward back-propagatiweural
network mapped the non-linearity between the ingud
output data and during training network adjust the
connection weights. Kabsch and Sander [8] usedaheur
network for secondary structure assignments on the
Brookhaven databank of protein. In this Paper,pnasent

BASE PROTEIN

the use of feed-forward back-propagation neuralosk for
secondary structure perdition for three proteirasets.

The feed forward network has three layers: input,
hidden and output layer. The hidden layer aidseirfiggming
useful intermediary computations before directihg input
to the output layer. The input layer neurons arked to the
hidden layer neurons and the weight on these lismtes
referred to as a input-hidden layer weights, arairagidden
layer neurons are linked to the output layer nesiramd the
corresponding weights are referred to as a hiddepud
layer weights [9].

The state of each unit has a real value in theerdegween 0
and 1. The states of all the input units that f@aminput
vector, which are determined by an amino acid tesid
through an input coding scheme. Starting from thgui
layer to the hidden layer and moving toward thepatut
layer, the state of each uniin the network is determined

by:
f{-r:] = ngﬁ- bi

i=0

The goal of this network is to carry out a desired
input-output mapping. For our problem, the mappafjom
amino acid sequences to secondary structures. abk- b
propagation learning algorithm can be used in nekgvavith
hidden layers to find a set of weights that perforthe
correct mapping between sequences and structusing
with an initial set of randomly assigned numberse t
weights are altered by gradient descent to minirtiizesrror
between the desired and the actual output vedietvork
adjusts the weights from input to hidden and hidden
output layer during training phase. This weight atpah is
calculate based on the error function as:

1 .
E =5(T-0r
Where, T = Target output, an® = Observed output.

3.2 FEATURE VECTOR EXTRACTION FROM
PROTEIN SEQUENCE:

Feature extraction is a form of pre-processing in
which the original variables are transformed ingavrinputs
for classification or regression task. This initfaocess is
important in protein structure prediction as themgairy
sequences of the data are presented as singledette. It is
therefore important to transform them into numbers.
Different procedures can be adopted for this pupos
however, for the purpose of the present study,ogdhal
coding will be used to convert the letters into ivens.

3.3TRAINING THE NEURAL NETWORK:

The NN uses the default scaled conjugate gradient
algorithm for training. At each training cycle, th®ining
sequences are presented to the network throughlithieg
window, one residue at a time. Each hidden unitsiagrms
the signals received from the input layer by usangansfer
function log-sigmoid to produce an output signadttlis
between and close to either 0 or 1, simulatingfitireg of a
neuron. Weights are adjusted so that the error dmivthe
observed output from each unit and the desired ubutp
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specified by the target matrix is minimized.A ndura
network training tool is available in Matlab tool.

One common problem that occurs during network
training is data over fitting, where the networlnds to
memorize the training examples without learning himw
generalize to new situations. Our method for imprgv
generalization is called early stopping and cossitt
dividing the available dataset into three subsets:

(1) The training set, which is used for computing the
gradient and updating the

network weights and biases.

(2) The validation set whose error is monitored during the
training process because it

tends to increase when data is over fitting.

(3) The test set whose error can be used to assess the
quality of the division of the

dataset.

| randomly assigned 60% of the samples for the
training set, 20% to the validation set, and 20%ht® test
set. The training process stops when one of several
conditions is met. For example, in the training sidared,
the training process stops when the validationrénwreases
for a specified number of iterations (i.e six) lo¢ thaximum
number of allowed iterations is reached (1000). W@
consider moving window size between 5 to 21.

SUPPORT VECTOR MACHINE BASED PROTEIN
STRUCTURE PREDICTION:

The support vector machine (SVM) is a most recent
technique for data classification and non linearession.
Support vector machine (SVM) is a universal leagnin
machine proposed by Vapnik in the framework of &tral
Risk Minimization (SRM)*?*SRM has better generalization
ability and is superior to the traditional EmpiticRisk
Minimization (ERM) principle. In SVM, the results
guarantee global minima whereas ERM can only lolcaiz!
minima. SVM uses a kernel function that satisfiesrééf‘s
condition™ | to map the input data into a high-dimensional
feature space, and then construct a linear opteadrating
hyper plane in that space. Linear, Gaussian, pofyalcand
RBF kernels are frequently used in SVMs. Convertion
SVMs have properties of global optimization, good
adaptability and complete theoretical basis. Gene
Classification®® and protein secondary structure prediction
[ in bioinformatics can be solving using SVM.

3.5 SUPPORT VECTOR MACHINE ARCHITECTURE
SVM represents novel learning techniques that
have been introduced in the framework of structuisi
minimization (SRM) inductive principle and in theebry of
VC (Vapnik Chervonenkis) bounds. One of the most
important steps in SVM classification systems i th
construction of appropriate kernel functions. le tdase of
linearly separable data, linear kernel is one & thost
straightforward choices. There is no need to mata da
instances into a high-dimensional space.For noarabje
data multiclass classification such as RBF and rirRwotjal
kernel are used.. In this context, the hyper plaap be
presented as shown in supplementary material. S¥déeh

number of interesting properties, including effeeti
avoidance of over fitting, the ability to handleghi
dimensional feature spaces shown in Fig.6.1andnmton
condensing of the given data set, etc. Large feahdicate

a boundary that maximize the margin between datgpka
into two classes, therefore give good generalimatio
properties. The decision boundary is defined by the
function:

Class 2

..... P} ~~~ S
b . WX+ b=1
IR A
.....

TX+ b= i
W' X+ b=-1 “WfX+b=0

Support Vector machine provides a linear hyper @ldrhis
function is define in equation (6.,it is known ashiaary
classifier):

3.6 MULTI-CLASS SUPPORT VECTOR MACHINE
Machine learning methods like SVM, NN and

kernel methods are most accurate and efficient vdeating
with only two classes. For large number of cladsigher
level multi-class classification methods are depeth
Given a set of no separable training data, it tspogsible to
construct a separating hyper plane without encoungte
classification errors. Using Multi-class SVM | aselve
non-linear problem using one-against-all and adtast-all
method.

ONE-AGAINST-ALL
The one-against-all method required unanimity amalig
SVMs: a data point would be classified under aaiertlass
if and only if that class's SVM accepted it and ather
classes' SVMs rejected it. While accurate for tight
clustered classes, this method leaves regionseofeéture
space undecided where more than one class accepit o
classes reject.The earliest used implementationSiéM
multi-class classification is probably the one-agaall
method. It construct& SVM models wheré is the number
of classes.The i th SVM is trained with all of teamples
in the i th class with positive labels, and all atlexamples
with negative labels.

min 2w o3 E)
@ e ¥ B> EE i g =),
¢ o(x, ybH<- TE if gz
£> 0= 1,21,
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ALL-AGAINST-ALL

The second method is called the all-against-alhot This
method construct&(K-1)/2 classifiers where each one trains
data from two classes. For training data fromittheand the
jth classes, we solve the following binary classifmat
problem:

- + 1
Jmin S W e (€)
W T(x Bz A& i =i ),
W Tp(x B <- 28 iy =]
>0
And furthermore, the output™¢€lass is uniquely gatest. In
practise, the number of votes for each protein laage
variations. The most popularly voted class do not
necessarily get maximum possible number of votks; t
number of votes for each class tends to decreasiuglly
from maximum to minimum. This method is also called
Max-Win strategy.

4. SIMULATION RESULT AND DISCUSSION
| simulate feed forward Neural Network for

prediction of protein secondary structure predictom three
different non-redundant datasets. In implementatioa NN

has as inputs the amino acid primary sequence and a
output, the three classes i.e., secondary strugtiirés, C)
corresponding to each pair of input. In particutéwe NN
configuration comprises of one hidden layer corntegjra set

Table 2: Simulation results of NN various windowesi

of neurons, and output layer, which has one neufonthe
hidden layers, a sigmoid function is used as thevaton
function. The output layer has a linear activatfanction,
which allows the NN to approximate any real vallibe
initialization of the NN weights is done randomiye have
used MATLAB (R2010a) as simulation tool.

In order to study better prediction accuracy of
protein structure for PDB, RS126 and CB513 datasets
have carried out two experiments to decide optinuathue
of moving window size, and number of hidden neurins
the hidden layers. In first, | have carried outdetions for
different window size in the input of network. The
simulation results have been tabulated in Table331for
window size varies from 5 to 21 on RS126. Respebtiv
CB513 and PDB datasets are used as RS126 So | am no
including here.

| simulate Support Vector Machine for prediction
of protein secondary structure prediction on thddéerent
non-redundant datasets. In implementation, the S\klas
inputs the amino acid primary sequence and as qutipel
three classes i.e., secondary structure (H, E, C)
corresponding to each pair of input. We have usadwm
as simulation tool. In order to study better prédic
accuracy of protein structure for PDB, RS126 andbTB
datasets, we have carried out two kernel functiddFR
kernel and Polynomial kernel.

In first, | have carried out simulations for diféet
kernel methods. The simulation results have bekuldted
in Table 6.1 for different kernel function on PDB,

RS126 and CB513 datasets, respectively.

Win. Time Protein structure prediction accuracy during
size (sec)
Training (%) Validation (%) Testing (%)

5 13.80 10.11 84.07 10.32 5.67 10.57
7 63.92 9.86 5.89 84.24 10.53 5.86 83.61 10.40 5.42 84.18
9 44.05 10.43| 5.69 83.89 10.52 5.86 83.62 10.18 5.78 84.04
11 63.81 9.54 5.25 85.21 10.65 5.89 83.46 10.7% 5.98 83.27
13 97.13 10.07| 5.70 84.23 10.52 5.80 83.67 10.62 5.7y 83.60
15 75.82 11.24| 5.56 83.20 10.52 5.93 83.55 9.63 5.49 84.88
17 25.72 10.17 6.08 83.76 10.73 5.54 83.72 10.05 6.10 83.85
19 104.74 10.34 5.85 83.75 10.62 5.83 83.54 10.41 5.48 84.16
21 56.36 10.66| 6.10 83.24 10.25 5.60 84.14 11.0% 5.86 83.09
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Table 3: Simulation results of NN various hiddennoss

Vary Time Protein structure prediction accuracy during
hidden (sec)
neurons
Training (%) Validation (%) Testing (%)

5 24.68 10.38 5.69 83.93 10.68 6.03 83.29 1061 5.7583.64
7 5.07 10.32 5.60 83.08 11.70 6.12 82.71 10{30 915| 83.79
9 36.33 10.60 5.91 83.49 9.86 5.54 84.60 10{77 565| 83.67
11 30.19 10.39 5.72 83.84 10.98 5.96 83.06 10/285.70 84.02
13 20.54 10.62 5.62 83.74 10.47 5.98 83.55 10/095.98 83.93
15 28.28 10.93 5.77 83.3( 9.42 5.47 85.12 10j24 .05 6| 83.71
17 31.33 10.68 6.01 83.37 10.0b 5.14 84.81 10/355.68 83.97

Table 4: Simulation results of SVM various kernedl @lataset

Dataset Classification Protein structure prediction accuracy during
Rate(%)
Linear SVM (%) Polynomial SVM (%) RBF SVM (%)
PDB 100 100 100 100 100 100 100 10( 100 100
RS126 99.7 99.7 99.7 99.7 100 10( 100 100 100 100
CB513 100 100 100 100 100 100 104 100 100 100

5. CONCLSION AND FUTURE WORK

There is a need to study prediction of protein
structure in the field of bioinformatics.

I have understood and attempted the problem of
secondary structure perdition of protein sequeRoe this |
consider three identical and independent dataset®BB,
RS126, and CB513. Moreover, this datasets are ratalgr
large enough for simulation study. | perform theadiation
task for protein structure prediction using on-liservers,
and machine learning techniques (neural network and
support vector machine).

Simulation results with neural network classifier
give good prediction accuracy with lesser simulatiime.
With this method, | observed few limitations areodo
prediction accuracy with limited window size andwher of
hidden neurons in hidden layer.

Simulation results with support vector machine
(SVM) and its linear and nonlinear kernel functigives
best prediction accuracy with comparable simulatiome.
Also multi-class methods: one-against-all, andagiinst-all
improves higher prediction accuracy with manageable
computational cost. When | compare neural netword a
SVM classification results, | observed and conclthas for
all three datasets linear and nonlinear SVM classif
illustrates excellent secondary structure predicéiocuracy.

As a part of future scope of work, | suggest the
three-dimensional protein structure prediction gsthese
machine learning techniques. Also one can exploogem
advance techniques such as, hidden markov modeM}KM
unsupervised or semisupervised learning techniques,
inductive learning and many more.
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